Partial PCA in Frequency Domain
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Abstract – Partial Principal Component Analysis has demonstrated to be a robust face recognition approach also for big pose variations. The main idea behind P²CA is to use 3D (2.5D) data during the training stage but then it can use a single 2D image in the recognition stage, in order to be useful for pose variations. Nevertheless this approach presents two major drawbacks: First one is that the training data should be well aligned for obtaining good results; the second inconvenient is computational cost since the face space is computed maintaining the spatial dimensionality of the images. Thus, in this paper, we address both problems. First we propose a two step procedure for a more accurate alignment of the 2.5D training texture maps. This alignment is done by applying a global and local affine transformation to all texture maps, while the local alignment is applied to some facial feature using a triangulation mesh. The computational cost is also reduced by applying P²CA in the frequency domain and perform the normalized cross correlation as similarity measure. Introducing these two improvements the recognition accuracy increases a 4% due to the alignment procedure and the computational time is reduced between 10 and 100 times (depending on the number of eigenvectors used) due to the application of P²CA in the frequency domain.
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1. INTRODUCTION

Face recognition based on 3D techniques is a promising approach since it takes advantage of textured shape data [1]. Using these kind of depth and 180º multi-view texture maps is supposed to increase the robustness towards the two main challenges in Face Recognition: Pose and illumination robustness. Nevertheless, the robustness of 3D approaches is directly related with the accuracy of the acquired data. This issue represents the main drawback of 3D face research since 3D data should be acquired under highly controlled conditions and in most cases depends on the collaboration of the subject to be recognized. Thus, in applications such as surveillance or control access points, this kind of 3D data may not be available during the recognition process. This leads to a new paradigm using some mixed 2D-3D face recognition systems where 3D data is used in the training but either 2D or 3D information can be used in the recognition depending on the scenario. Following this concept, we have presented a novel technique called Partial Principal Component Analysis (P²CA) [2]. P²CA is a face recognition approach based on 2DPCA [3] that intends to cope with big pose variations. This approach makes use of 180º cylindrical texture maps for training the system but then only images acquired from a single, normal camera are used for the recognition. This kind of texture training maps (2.5D data) provides pose information from different views. One problem of this approach is that the cylindrical texture images used for training this FR system have been globally aligned by considering the position of the eyes, and thus, the face space created is a bit noisy [4]. The other problem is that P²CA maintains the spatial relationship of the image after the dimensionality reduction; thus, when an image is projected to the face space, the number of coefficients is large compared with e.g. conventional Eigenfaces [5]. Additionally, the similarity measure proposed in [2] is based on correlation methods leading to an important increase of the computational time in the identification process. Thus, the two main contributions presented in this paper are: (a) An accurate approach based on wire grid models for the alignment of the 180º texture images; (b) a reformulation of the P²CA method in the frequency domain to speed up the comparison between the test and the gallery images. This reduction of the computational time allows us to introduce the Normalized Cross Correlation (NCC) measure for performing the recognition instead of using the minimum differences measure [2].

The rest of the paper is organized as follows. In section 2, a brief overview of the P²CA technique is presented remarking the two drawbacks that are addressed in this paper. Section 3 is divided into two parts: One describes the proposed alignment method with some results, whereas the other explains the formulation of P²CA in the frequency domain. Section 4 covers the experiments performed and the obtained improvements in the recognition rate and in the computational time. Finally, section 5 contains the conclusions and future research.
2. OVERVIEW OF P²CA APPROACH

The objective of P²CA is to implement a mixed 2D-2.5D method (2D-3D when using texture and depth maps [6]), where either 2D (pictures or video frames) or 2.5D data (180° texture images in cylindrical coordinates) can be used in the recognition stage. However, the method requires a cylindrical representation of the 2.5D face data for the training stage. Like in the majority of face recognition methods, in P²CA the dimensionality of the face images is reduced through the projection into a set of M optimal vectors which composed the so called feature space or face space. The vectors representing the j-th individual are obtained as:

\[ r_j^k = A_j^T \cdot v_k \quad k = 1, \ldots, M \]  

where \( A_j^T \) is the HxW image representing individual \( i \) transposed, and \( v_k \) are the optimal projection vectors that maximize the energy of the projected vectors \( r_j^k \) averaged through the whole database. These vectors could be interpreted as unique signatures that identify each person. The projection described in equation (1) is depicted in Fig.1. The (training) texture map of the subject \( i \) is represented by the \( M \) vectors \( r_j^k \). Each vector \( r_j^k \) has \( W \) components where \( W \) is the width of the matrix \( A_j^T \).

![Fig. 1. Description of a texture map (\( A_j^T \)) by means of projection vectors using P²CA (training stage)](image)

The main advantage of this representation scheme is that it can also be used when only partial information of the individual is available. Consider, for instance, the situation depicted in Fig.2, where it is supposed that only one 2D picture of the individual is available. In this case, the \( M \) vectors \( r_j^k \) representing the 2D picture, have a reduced dimension \( W' \). However, it is expected that these \( W' \) components will be highly correlated with a section of \( W' \) components in the complete vectors \( r_j^k \) computed during the training stage.

![Fig. 2. Projection of a “partial” 2D image through the vector set \( v_k \) (recognition stage)](image)

Therefore, the measure proposed below has been used to identify the partial available information \( (W' \) components) through the vectors \( r_j^k \) [2]:

\[
\min_{i=1,} \left\{\sum_{k=1}^{M} \sum_{l=0}^{W'} \left( r_j^k(l) - r_j^k(l + j) \right)^2 \right\} \\
i = 1, \ldots, L; \quad j = 0, \ldots, W - W'
\]

with \( L \) being the total number of gallery images (subjects) of the database.

The Square Differences (SD) similarity measure of equation (2) has been proposed due to its relatively low computational cost. However, other measures have been used with better results for pattern matching like Normalized Cross Correlation (NCC) but at the expense of a higher computational cost:

\[
\max_{i=1,} \left\{\sum_{k=1}^{M} \sum_{l=0}^{W'} \frac{r_j^k(l) \cdot r_j^k(l + j)}{\left(\sum_{k=1}^{M} \sum_{l=0}^{W'} r_j^k(l)^2 \sum_{k=1}^{M} \sum_{l=0}^{W'} r_j^k(l + j)^2\right)^{1/2}} \right\} \\
i = 1, \ldots, L; \quad j = 0, \ldots, W - W'
\]

In section 3.1, the computation of P²CA in the frequency domain is formulated allowing us the introduction of the NCC for identification efficiently. The other limitation of the method is that the training image (Fig.1) should be well aligned when computing the face space [2, 4]. If this is not the case, the correlation between test and the gallery images will be reduced after projecting them to the face space leading to a reduction of the face recognition accuracy. This is especially important for the relevant facial features since these are the key points used for the creation of the training texture maps. In section 3.2, a process for a more accurate alignment of these texture maps is presented.

3. IMPROVEMENTS IN P²CA APPROACH

3.1. P²CA in the frequency domain

In [8] the authors presented an efficient way of computing NCC (equation (3)) in the frequency domain. Based on this work [7] a new formulation of P²CA is presented.

The numerator of the NCC in equation (3) can be expressed again as:

\[
c(i,j) = \sum_{l=1}^{W-W'} \sum_{l=0}^{W'-1} r_j^k(l) \cdot r_j^k(l + j) \\
i = 1, \ldots, L; \quad j = \frac{W-W'}{2} \ldots \frac{W-W'}{2}
\]

where for convenience we have accepted a change in the vector index \( l \), choosing the zero coordinate in the center. In this case, we have to correlate vectors of \( L \) components with vectors of \( W' \) components in \( \frac{W-W'}{2} \) lags. This condition can be implemented very efficiently in the frequency domain. So taking the Discrete Fourier Transform (DFT) of the inner summatory of previous equation:

\[
S(u) = R(u) \cdot R^*(u)
\]

The correlation between \( r_j^k \) and \( r_j^k \) has a total of \( W+W'-1 \) lags from which only \( W-W'-1 \) samples are interesting for the computation. Thus, we have to avoid that these \( W-W'-1 \) central samples do not present any time aliasing. For this reason it is
necessary to compute the \( W \)-points-DFT of \( r_1 \) and the \( W \)-points-DFT of \( r_0 \), which consists on the zero padding version of \( r_0 \). Now taking equation (1), \( R_i(u) \) can be expressed as follow:
\[
R_i(u) = \text{DFT}_W[r_1] = \text{DFT}_W[A^T \cdot v_i] = \text{DFT}_2D[A^T \cdot v_i],
\]
where \( v_i \) are the eigenvectors that minimize the energy projection of a given training set after applying two dimensional DFT. The demonstration of this statement have already been proved for the 1D case in [9] but the same parallelism can be followed if the images \( (A_i) \) are treated like matrices.

The test stage of the P^2CA in frequency domain will be summarized as follow:
- Given an image \( A_{test} \), normalize this image (same as P^2CA in spatial domain [2]).
- Extend \( A_{test} \) with columns of zeros until we have \( A_{test}^W \), with \( W \) columns (same width as the training texture maps).
- Compute the DFT-2D of \( A_{test}^W \) and project the result to the face space \( v_i \) obtained during the training stage.
- Obtain the product between the frequency domain test coefficients and the frequency domain weights of each identity (equation (4)).
- Compute the IDFT of (4) for the \( M \) different coefficients vectors where only the \( W-W'\)-1 central samples should be considered because these are not affected by the time aliasing.
- Identify the identity of the database that gets a max value of the sum of the \( M \) IDFT vectors.

3.2. Local Alignment method

The importance of local aligned face features for recognition is described by Tsapatsoulis et al. [8]. There the local alignment is described as resizing in contrast to a complete affine transformation. In most of face recognition systems, the eye centers are used for the alignment of the images before analyzing them whereas other face features are usually not received attention although it has been demonstrated that these are as important as eyes centers for performing recognition [10]. In this paper, a two step alignment approach is proposed. First, a global alignment is applied to the training texture maps, which is based on 2D affine transformation. The parameters for the transformation are determined by using a reduced number of manually selected face feature locations. The average feature point location is used as reference and all transformations are calculated with respect to these data.

In order to achieve a better alignment result, the regions of the selected face features are aligned locally. The generic triangle mesh of Fig. 3 is adapted and placed at the global transformed face feature locations and the associated texture information for each triangle is extracted. The face feature locations are transformed to the desired position and the associated textured triangles will perform the texture map bilinear interpolation.

Using this approach leads to a better alignment of the local features as depicted in Fig. 4. Fig. 4a) corresponds to all the marked points on all training texture maps (only frontal features). Fig. 4b) represents the same points after applying to each image the 2D affine global transformation. And finally, Fig. 4c) are all the facial feature points after the local affine transformation for each feature, therefore the feature points shown in Fig. 4c) do not match in one center. Results show that in each step the facial features are always more grouped. A more visual comparison between just global or global plus local aligned texture maps is given in Fig. 5.

4. EXPERIMENTAL RESULTS

4.1. Dataset and Experiment Description

Two different databases are used for obtaining the experimental results. The first one is the HHI face database which is composed of 10 different subjects. The HHI database contains one 180° texture map for each subject that have been aligned using only global alignment; and another texture
map using the global and local alignment process described in Section 3.2. This texture maps will be used as the training and gallery sets. The test set is composed of a total of 9 different views (0°, ±6°, ±16°, ±25° and ±37°) for each subject (90 test images) acquired in a second session.

The second database is the UPC database [11]. This database includes a test set of 30 persons with 9 pictures per person which correspond to different pose views (0°, ±30°, ±45°, ±60° and ±90°). Furthermore also a total of 30 different 180° texture maps have been created [2], aligned and used as the training and gallery ensemble.

The first database is used for testing the improvement of the recognition rate when using the alignment images with the proposed approach of section 3.2, whereas the second one is used for the computational time when performing the P2CA approach in the frequency domain. Finally, both databases are used for comparing the results using the SD and the NCC measures.

4.2. Experimental Results

Table 1 summarizes the recognition accuracy for the two correlation methods proposed in Equations (1) and (2). From the results it is clear that using NCC improves the recognition rate results since this measure is more robust towards slight changes in illumination. For the UPC database the improvement is more visible since 10 out of the 30 identities have been enrolled on the database in a different session with slightly different illumination conditions.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FR (global alignment)</th>
<th>FR (global + local alignment)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHI</td>
<td>95.33%</td>
<td></td>
</tr>
<tr>
<td>UPC</td>
<td>96.66%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 presents the results for face recognition when using the alignment process described above. Although only 10 different persons are used in the experiments, results show that the local aligned images present a slight improvement in the recognition rate. The improvement of this rate has been obtained for the 0° and ±6° views since these enclose all the face features used for the alignment.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FR (global alignment)</th>
<th>FR (global + local alignment)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHI</td>
<td>94.44%</td>
<td>96.66%</td>
</tr>
<tr>
<td>UPC</td>
<td>81.85%</td>
<td>89.63%</td>
</tr>
</tbody>
</table>

Finally the computational time is analyzed when using the P2CA approach in the spatial and in the frequency domain. Simulations have been run in MATLAB using a 2.0 GHz µP with 1GB of RAM. Table 3 shows the computational time for P2CA in Spatial and in Frequency Domain depending on the total number of eigenvectors used for computing the face space. This time is computing for matching one image to the 30 enrolled persons. Results illustrate the importance of performing P2CA in FD for higher dimensions since the computational time factor reduction is between 70 and 150.

<table>
<thead>
<tr>
<th>dim</th>
<th>P2CA in SD</th>
<th>P2CA in FD</th>
<th>factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14 sec</td>
<td>0.011 sec</td>
<td>12</td>
</tr>
<tr>
<td>20</td>
<td>0.96 sec</td>
<td>0.042 sec</td>
<td>22</td>
</tr>
<tr>
<td>60</td>
<td>8.15 sec</td>
<td>0.114 sec</td>
<td>71</td>
</tr>
<tr>
<td>122</td>
<td>32.9 sec</td>
<td>0.222 sec</td>
<td>150</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND FUTURE WORK

In this paper, two improvements for the P2CA approach have been proposed: Firstly, a local alignment method of the training images, and secondly, a reformulation of the complete approach in the frequency domain. Both improvements lead to an increase in the recognition accuracy and a reduction of the computational time.

P2CA in FD introduces new possibilities that should be analyzed: First, the dimension may be more reduced as in the spatial domain since the frequency features for computing the face space are more compacted; and second, illumination variations may be mitigated by eliminating some frequency components.
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