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ABSTRACT

In this paper, we present a system to capture and animate a highly
realistic avatar model of a user in real-time. The animated human
model consists of a rigged 3D mesh and a texture map. The system
is based on KinectV2 input which captures the skeleton of the cur-
rent pose of the subject in order to animate the human shape model.
An additional high-resolution RGB camera is used to capture the
face for updating the texture map on each frame. With this combi-
nation of image based rendering with computer graphics we achieve
photo-realistic animations in real-time. Additionally, this approach
is well suited for networked scenarios, because of the low per frame
amount of data to animate the model, which consists of motion cap-
ture parameters and a video frame. With experimental results, we
demonstrate the high degree of realism of the presented approach.

Index Terms— real-time, avatar animation, capturing, texture

1. INTRODUCTION

Because of todays omnipresence of virtual and augmented reality
applications, efficient techniques to capture and model human char-
acters are required. Until now, the availability of the Kinect made a
broad range of real-time applications possible.

In this work, we target a capturing approach to provide photo-
realistic animations of captured humans in real-time with the ad-
ditional possibility to adjust the pose, e.g. gaze correction. Our
approach is based on an animateble human shape model which re-
sults always in plausible poses and reduces the jittering contained
in the input parameters. For capturing the kinematic pose, we use
the KinectV2 sensor so that the captured motion capture parameters
simply need to be converted to our model representation. Addition-
ally, to achieve a photo-realistic visualization of the captured user,
we track the user’s face and update frame-wise the texture map of
the corresponding region with the RGB camera input.

1.1. Related Work

The topic of visualization captured humans as realistic as possible is
highly researched.

The authors of [1, 2] describe a model-based approach to recover
the users geometry, which is useful for tele-presence applications
since a low dimensional parameter vector is sufficient to describe
the captured content. In [3, 4, 5], the authors combine image-based
rendering techniques with an articulated geometric model in order to
achieve photo-realistic animations of human motions.

In [6], a similar technique is presented to dynamically adapt the
texture map of an animated template model from a RGBD stream.
They extract motion capture parameters directly from the RGBD
stream by optimizing the pose of a kinematic template model with
the Coherent Point Drift algorithm. Although promising results are
presented, the runtime complexity is far beyond real-time capability.

Fig. 1. The human model animated with KinectV2 motion capture
parameters and dynamically textured face region.

Capturing facial geometry is a well studied research topic: re-
cent methods like [7, 8, 9, 10] provide highly realistic results but
are typically not usable in realtime systems. On the other hand there
exist methods like [11, 12] that can capture and transfer the facial
expression of a user based on linear models which can be driven in
realtime. However, these systems focus only on facial capture and
usually require a powerful computer with a recent GPU. We, in con-
trast, focus on full body capture with a single RGBD setup. This
means that our cameras cover a wide field of view to allow captur-
ing a full-body performance of an adult human, e.g. moving around,
dancing, etc. In this case, the captured facial area is rather small
and does often not provide enough details to fit complex deformable
models to the input. Therefore, we rely on a low complexity method
as for example described in [13] to provide a robust and realtime ca-
pable avatar animation pipeline with texture based facial expression
transfer.

2. PROPOSED SYSTEM

The main idea of our system is to combine geometry and texture
based techniques to animate a personalized avatar. The user’s per-
formance is captured by an RGBD camera and transferred to the
avatar in realtime. We rely on a skeleton based animation to trans-
fer large scale deformations of the body, e.g. walking, jumping or
moving the arms. However, facial expressions typically involve fine
scale and complex deformations which are hard to model in geom-
etry. Therefore we rely on an image based approach for the facial
animation part.

Our camera setup consists of a commodity depth and RGB cam-
era (fig. 2). The depth sensor provides convenient access to depth
maps, skeleton tracking data and a set of facial features for auto-
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matic initialization and tracking recovery, while the additional color
camera allows for retrieving face-textures with a higher spatial reso-
lution. The workflow of the proposed system (fig. 3) consists of three
stages. In the initial idle state the system relies on the skeleton track-
ing data provided by the depth camera. Potential users are detected
as they walk in front of the depth camera and do not move for a short
time span (e.g. 1 second). Based on five facial features (eyes, nose,
mouth corners) provided by the depth camera we detect if the user
looks straight into the depth camera. In the second stage, the user is
asked to turn his/her head left and right in order to create a textured
3D model of the face. Using this 3D model, we run a model-based
face tracking to accurately estimate the user’s head pose in the cap-
tured video stream in real time. Finally, a hybrid animation approach
is employed to drive the avatar [6]: first, a skeleton based animation
strategy is used to apply large scale deformations and movements to
the avatar. Secondly, we use a texture based approach in order to
transfer the user’s facial expression. For each tracked RGB frame,
a face texture is extracted to update the facial region of the original
texture. We use Poisson blending [14] to seamlessly integrate the
new facial expression in the avatar’s texture. Finally, the animated
avatar is rendered using the updated texture.

2.1. Preprocessing and Initialization

For tracking/texture extraction our system uses the pinhole camera
model and assumes that all data streams are undistorted as well as
synchronized. The avatar’s geometric 3D shape model is generated
based on the SCAPE dataset [15] and using the LBS/DLB skinning
method described in [16]. In order to initially register the avatar to
the personalized face tracking model, we use 5 facial features which
are provided by the depth camera. The corresponding 3D locations
on the avatar’s mesh are labeled manually which has to be done only
once for each avatar.

The initialization starts as soon as a user stands still in front of
the system and looks straight into the camera. Position and speed
are computed from the skeleton tracking data while the viewing
direction is approximated as the normal of the plane fitted to the
tracked facial features (eyes, and mouth corners). In order to cre-
ate an appropriate tracking model, a cylindrical sampling topology
(r=0.2m,h=0.34m) is used to merge several tracked facial depth and
texture maps while the user turns his/her head left and right for ap-
proximately +/- 20 degree. The sampling cylinder is centered at the
3D position of the head joint, taken from the skeleton tracking data,
with its axis pointing straight upwards, i.e. [0,1,0]”. Finally the
mean cylindrical depth and texture map are used as tracking model,
which results in a smooth as well as more complete geometry/texture
(fig. 4) and allows for better tracking results in case of large head
rotations. In order to capture only the facial geometry, we ignore all
depth values that correspond to 3D points located outside the sam-
pling cylinder.

Fig. 2. Hardware setup.

3. FACIAL TRACKING AND ANIMATION

As we use a texture based approach for facial animation, it is nec-
essary to update the avatar’s facial texture region at each time step.
Though tracking information for skeleton joints and facial features
is provided by the depth camera at each frame, its accuracy and re-
liability is not sufficient for retrieving video textures. Tracking er-
rors would directly result in an unnatural and shaky motion of the
replaced facial area, yielding an unrealistic facial animation. There-
fore, a model based tracking approach is used to accurately track the
user’s head pose in realtime.

3.1. Model-Based Tracking

Our tracking method follows an analysis-by-synthesis scheme:
based on a textured 3D model of the tracked object and initial
motion parameters an approximate image of the current scene is
rendered. By iteratively minimizing the difference between the
captured image [ and its rendered version fr’t, we find an opti-
mal parameter set that accurately describes the current scene. Our
image formation model has 6 degrees of freedom, namely rotation
r = [rg, Ty, 7] and translation t = [t;, ¢y, ¢.]. The main advantage
of this tracking model is its low computational complexity allowing
for realtime tracking even on CPU alone and its robustness which is
especially useful when the subject covers only a small portion of the
color-image, e.g. a wide angle lens is used or the person is further
away from the sensor. The face tracking system simultaneously op-
timizes texture and geometry similarity by minimizing the following
cost function:

(‘:(I‘, t) = Etex (I‘, t) =+ /\5960(1’: t)? (1

with A being a scalar factor that weights the influence of the geomet-
ric error term &g, against the texture error term.

The first part of the objective function corresponds to texture
similarity [17]:

Erea(r,8) = (I(2) — Leu())?, @

xzel

with = being a face pixel. To make use of all available data cap-
tured by the RGBD camera, a geometric data-term £y, is added
that simultaneously registers the tracking geometry to the captured
depth map. A projection based search [18] is used to find corre-
sponding depth pixel d; for each vertex v; of the tracking model. A
depth-buffer-based visibility test is performed to ignore all currently
occluded model vertices. Knowing depth and camera calibration,
the corresponding target vertex u; is computed for each v;. The
geometric error minimizes the point-to-plane distance between the
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Fig. 3. System architecture.
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Fig. 4. Top: scanned subject (left) and final tracking model(right),
bottom: tracking geometry without texture.

transformed model vertex 7 ¢(v;) and the tangent-plane of its cor-
responding target vertex u; [19]:

Egeo(r,t) = Y |(Tee(vi) — wi)ny|* 3

The surface normal n; at vertex u; is computed directly from the
4-neighborhood of d;.

We use a non-linear optimization approach to iteratively mini-
mize the cost function given in eq. 1. A fixed number of 7 Gauss-
Newton iterations are run on each captured frame. In order to im-
prove the tracking speed, & (r, t) is evaluated on a scaled version
of input image I, where the scaling factor depends on the distance
between camera and user. If the user is closer than 2m, I is scaled
down by a factor of 4 otherwise the input image is scaled down by 2.

3.2. Facial Animation

In order to transfer captured facial performances in realtime we ex-
ploit an image-based approach. The advantage of this approach is
that facial expressions are reproduced faithfully with low computa-
tional overhead. In each time-step, we extract a texture from the
current color image based on the tracking results. A predefined bi-
nary mask is used to transfer the facial texture region only. Finally,
Poisson image editing [14] is used to integrate the current facial ex-
pression into the avatar’s texture. We use an iterative parallelized
solver to compute the new composite texture (fig. 5).

3.3. Tracking Recovery

Though the model based tracking works very robust even under large
rotations and changing light situations caused by the user moving
around and turning the head, the tracking may get lost, e.g. if the
user walks out of sight, looks away from our system or moves very
fast. To detect a tracking-loss, we observe several indicators: first,
we measure the mean distance between the tracking model and the
captured depth map. Second, the position of the head joint provides

not an accurate but very robust estimation of the true head position.
When our tracking result deviates too much from the position pro-
vided by the skeleton tracking, we also assume a tracking-loss. Fi-
nally, based on the 5 facial features (eyes, nose, mouth corners) we
estimate a reference solution for the current tracking, i.e. rigid trans-
form between the initial head pose and the current head pose, using
Procrustes analysis [20]. If one of these indicators consistently re-
ports a tracking-loss for more than 10 frames in a row, the tracking
is reset to the last valid solution of the facial-feature-based track-
ing result. In order to test the reliability of the feature-based refer-
ence solution, we compute a rigid motion to transform the initial set
of facial features to its current 3D positions. If the maximum dis-
tance between two corresponding feature locations exceeds a certain
threshold we assume that the feature detection failed, e.g. due to
occlusion, viewing angle, distance, etc., and facial features are not
used to detect tracking-loss.

4. GEOMETRIC ANIMATION

For the animation of the geometric shape model we use the LBS/DLB
skinning function [16] on a human model generated from the SCAPE
dataset [15]. The resulting control structure is a typical skeleton with
joints to animate the model. Since the skeleton of the chosen avatar
differs from the one used by KinectV2, we have to convert the
KinectV2 joint parameters in order to apply them properly to our
model (fig. 6).

The global orientation of the user is calculated robustly from
the KinectV2 input using the PCA of the KinectV2 joint locations
of the waist, torso, and all shoulder and hip joints. Similarly, we
determine the rotation of the breast and waist joint. The rotations
of the remaining joints are calculated from the vectors pointing to
the previous resp. next joint in the kinematic chain using the vector
product for determining the rotation axis and the scalar product to
determine the rotation angle. Since the facial region is tracked with
high accuracy based on color information as described in sec. 3, we
rely on the estimated face rotation for the head joint. The global
translation to move our model onto the KinectV2 scan is calculated
by subtracting the offset vector from the mean vertex location of the
stomach from the kinematically animated template to the mean of
the waist and torso joints of the KinectV2 parameters.

Since the KinectV2 joint parameter stream suffers from jitter,
we apply a temporal filtering by averaging over the last n frames,
where n is joint specific. In cases where some joints are not visible
to the KinectV2, we keep the previously calculated joint rotation.

5. EXPERIMENTAL RESULTS

Our system setup consists of a KinectV2 and a Basler acA2040-25gc
RGB camera with a resolution of 2048x2048. The KinectV2 and

Fig. 5. Left: input image, middle: animated avatar with original
texture, right: animated avatar with updated face texture.
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Basler sensors are driven with 30fps, therefore we reduced the reso-
lution of the Basler camera to 2032x1600. The texture map we use
is of size 1024x1024 and the facial region which is updated on every
frame is of size 350x400.

The presented system has been tested thoroughly with different
subjects (fig. 7). The user steps in front of the system which auto-
matically triggers the initialization phase where an internal model
of the head is generated for the face tracking unit. Then, the system

Fig. 6. The template model with its embedded skeletal control struc-
ture (left) and the KinectV2 output (right).

Fig. 7. System tested with different subjects. Left: fully animated

avatar, right: corresponding input image.

automatically switches into animation mode, where the model is ren-
dered in the pose captured with the KinectV2 while the facial region
of the texture map is constantly updated with the RGB camera input.

In fig. 1, typical renderings of the animated full-body model are
shown. A close-up view of the facial region of the rendered animated
model is shown in fig. 8. Fig. 7, shows the rendering results for
different subjects.

In fig. 8, we compare results where we generated the texture with
the internal RGB camera of the KinectV2 as well as with a high-
resolution RGB camera. On the one side, these results demonstrate
the increase of the level of details of the facial region when using an
additional high-resolution camera. On the other side, these results
demonstrate the seamless embedding of the captured face into the
static full-body texture map.

6. CONCLUSION

In this paper, we presented a model-based approach to capture and
render a human in real-time and photo-realistic quality by combin-
ing image based rendering and computer graphics techniques. A
KinectV2 is used to capture the pose of the subject in order to ani-
mate a rigged 3D shape model, while a high-resolution RGB camera
captures the subjects facial area in order to update the texture map.
This algorithmic combination provides photo-realistic animations in
real-time. With experimental results, we evaluate the high level of
visual quality achieved with this approach.
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Fig. 8. Close up view of dynamically textured facial region captured
with KinectV2-RGB-camera (top row), and with additional high res-
olution RGB camera (bottom row).
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