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\textbf{ABSTRACT}

Due to its computational simplicity, the PSNR is a popular and widely used image quality measure, although it correlates poorly with perceived visual quality. Distortion sensitivity, a reference image specific property, can be used to compensate for the lack of perceptual relevance of the PSNR. Based on the functional mapping between perceptual and computational quality a deep convolutional neural network is used to estimate patchwise distortion sensitivity. The local estimates are used for an imagewise perceptual adaptation of the PSNR. The performance of the proposed estimation approach is evaluated on the LIVE and TID2013 databases and shows comparable or superior performance as compared to benchmark image quality measures.

\textbf{Index Terms}— Neural network, distortion sensitivity, image quality assessment, perceptual models

\section{1. INTRODUCTION}

Reliable estimation of perceptual quality is crucial for the evaluation, design and optimization of image and video communication systems. Image quality measures (IQMs) are categorized according to the amount of information about the reference signal available to the quality estimator as full reference (FR), reduced reference (RR) and no reference (NR) approaches. NR quality estimation targets very general perceptual quality models, but may not be suitable for all applications. An important example is video coding \cite{1}, where some distortions, e.g. film grain might be introduced intentionally by the director. An encoder, optimizing reference-free, should not ‘correct’ for those only seeming distortions.

FR IQMs classically follow two main strategies \cite{2}: While bottom-up approaches explicitly model the human visual system (HVS) \cite{3, 4, 5}, top-down approaches mimic potentially hypothesized abstract properties of the HVS from a signal processing perspective \cite{6, 7, 8, 9}. With recent advances in machine learning, a third branch of data-driven approaches emerged \cite{10} that may not rely on potentially deficient domain knowledge.

Generally, FR IQMs benefit from adaptation to the specific content of the images to be tested \cite{11}. This may be done for a whole image or locally, e.g. by considering HVS models such as saliency \cite{12} or scalewise divisive normalization \cite{13}, information content \cite{14}, conditional probability \cite{15} or learned features \cite{16}. Adaptations are typically based on the reference signal. In \cite{17} visual sensitivity is estimated for image quality prediction from normalized and filtered distorted images using a convolutional neural network (CNN). However, as we will discuss, this forfeits the practically crucial advantage of processing complex calculations only on the reference signal.

The simplest and probably most widely used FR IQMs are the mean squared error (MSE), computed as the average energy of the samplewise error between reference and distorted signal, and the peak signal-to-noise ratio (PSNR), a logarithmic approximation of human perception based on the Weber-Fechner law \cite{18} applied to the MSE. The low complexity of the MSE/PSNR is particularly appealing in time-critical applications such as block-based hybrid video coding, where during mode decision the blockwise distortion is evaluated for every coding mode considered \cite{1}. A perceptual adaptation based solely on the reference image would increase computational complexity for quality prediction only out of the search loop of mode decision.

In this paper we build on the previously proposed framework for distortion sensitivity \cite{19} for image quality prediction and extend it by incorporating all functional parameters into an end-to-end learning scheme based on a deep neural network. Parameters of distortion sensitivity are estimated from the reference signal in order to compensate for the perceptual shortcomings of the PSNR and improve its performance for perceptual quality estimation.

The proposed approach is evaluated on the LIVE \cite{20} and the TID2013 \cite{21} databases.

\section{2. METHODS}

\subsection{2.1. Distortion Sensitivity}

Perceptual quality assessed in psychophysical tests is characterized by saturation effects in the extreme cases of very high and very poor quality. For the evaluation of computational quality models, this is accounted for by mapping the
computational quality value \( Q_c \) to perceptual quality values \( Q_p \). A commonly used mapping function for mapping from the computational to the perceptual domain is the 4-parameter generalized logistic function [22]

\[
Q_p = f(Q_c; \beta) = \beta_0 + \frac{\beta_1 - \beta_0}{1 + e^{-\beta_2(Q_c - \beta_3)}}. \tag{1}
\]

Parameters \( \beta \) can be estimated as \( \tilde{\beta} \) from a set of images annotated with perceptual quality values \( Q_p \), typically MOS or DMOS, and computational quality scores \( Q_c \), and can be used to predict perceptual quality scores from computational quality values (computed by a specific quality measure) as

\[
\hat{Q}_p = f(Q_c; \tilde{\beta}). \tag{2}
\]

Fig. 1: PSNR (left: no compensation, right: compensated for slope \( \beta_2 \) and shift \( \beta_3 \) per reference image) vs. DMOS for the JPEG subset of the LIVE database [20]. Colored dashed curves and circles indicate regressed and measured DMOS values for individual reference images. Thick black curves show regressed DMOS values over all reference images.

A typical regression from \( Q_c \) to \( Q_p \) exemplified for the JPEG-subset of the LIVE database [20] with \( Q_c \) calculated as PSNR is shown in Fig. 1a, where the colored circles indicate DMOS and PSNR values for individual images and the black line represents the regression function from \( Q_c \) to \( Q_p \) estimated on the full set of images in the database.

Although the parameters are typically estimated, \( \beta_0 \) and \( \beta_1 \) relate directly to the lower and upper bounds of the perceptual quality values of the quality annotations. As such, \( \beta_0 \) and \( \beta_1 \) are mainly driven by the range of the perceived quality scale and, thus, defined by the experimental design of the subjective test and known in principal a-priori. The regression function is shifted with respect to \( Q_c \) by \( \beta_3 \). The slope of the regression, that, with a value of \( Q_p(Q_c = \beta_3) = \frac{\beta_1 - \beta_0}{1 + e^{-\beta_2(Q_c - \beta_3)}} \), is steepest at \( Q_c = \beta_3 \), is controlled by \( \beta_2 \), scaled by the range of \( \beta_0 \) to \( \beta_3 \). Disregarding the scaling in the slope of the regression function, \( \beta_2 \) and \( \beta_3 \) are independent of the quality scale, but on the relation between the values of a specific quality measure and the ground-truth quality scores of the image set used to estimate the regression parameters. If the data set used for estimating \( \beta \) is large and diverse enough to ensure generalization, the estimated regression parameters can be used to map values of a specific computational quality measure into the perceptual quality domain for other images as well. Fig. 1a suggests that \( \beta_3 \) is predominantly determined by the source image and its estimation specific for the source image \( r \) could be used to compensate the systematic deviations of a computational quality measure \( Q_c \). With \( c \) compensating globally for \( \beta_2 \) and \( d_r \) compensating for the source image specific shift we find a perceptually adapted \( Q_c \) as

\[
Q_{c,\text{adapt}} = c \cdot (Q_c - d_r). \tag{3}
\]

The resulting regression after compensation with \( c, d \) estimated as the (in practice unavailable) regression parameters \( \beta_2, \beta_3 \) is shown in Fig. 1b for the JPEG-subset of the LIVE database. We will refer to \( d_r \) as distortion sensitivity of an image \( r \) with regard to a specific computational distortion measure.

2.2. Distortion Sensitivity and the Mean Squared Error

Disregarding \( c \) for the moment, with Eq. 3 the PSNR can be shifted to an imagewise perceptually adapted PSNR

\[
\text{paPSNR} = \text{PSNR} - d_r = 10 \cdot \log_{10} \frac{C^2}{10^{\frac{d_r}{20}} \cdot \text{MSE}}, \tag{4}
\]

which leads to an imagewise perceptually adapted MSE as

\[
\text{paMSE} = 10^{\frac{d_r}{20}} \cdot \text{MSE}. \tag{5}
\]

Distortion sensitivity is not necessarily a global signal property, but may vary locally over image regions. With distortion sensitivity \( d(p) \) of the local image patch \( p \) and the local MSE \( \text{MSE}(p) \), the MSE between the samples of the distorted and the reference image in patch \( p \), we redefine a locally perceptually adapted MSE as

\[
\text{paMSE} = \frac{1}{P} \sum_{p=0}^{P-1} 10^{\frac{d(p)}{20}} \cdot \text{MSE}(p) \tag{6}
\]

with \( P \) being the number of patches extracted from an image.

2.3. Neural Network-Based Estimation of Distortion Sensitivity

Motivated by its previously shown performance for perceptual quality estimation [16], we use a VGGnet-inspired [23] CNN. Input to the network are 32 \( \times \) 32 pixel-sized patches of the reference image. Our proposed CNN comprises 12 weight layers that are used to estimate the distortion sensitivity \( d(p) \) for the given image patch \( p \). The network is organized as a series of conv3-32, conv3-32, maxpool, conv3-64, conv3-64, maxpool, conv3-128, conv3-128, maxpool, conv3-256,
conv3-256, maxpool, conv3-512, conv3-512, maxpool layers, followed by FC-512, FC-1 layers. Convolutional layers are activated through a Leaky Rectified Linear Unit (LReLU) activation function with a leakyness of 0.2 [24]. An additional parallel branch consisting of only 1 weight and having a constant input of 1 is used for estimating a global value of $c$.

The outputs $\hat{c}, \hat{d}(p)$ are used with Eq. 1, Eq. 3 and Eq. 6 for estimating the perceptual quality as

$$\hat{Q}_p = a + \frac{b - a}{1 + e^{-cQ_c}}, \quad \text{with}$$

$$Q_c = 10 \cdot \log_{10} \left( \frac{C^2}{\sum_{p=1}^{P-1} \frac{1}{10^{\hat{d}(p)/\beta}} \cdot \text{MSE}(p)} \right).$$

As discussed previously, $a, b$ are chosen as the lower and upper limit of the rating scales used during psychophysical quality assessment.

The network is trained by minimizing the mean absolute error (MAE) between reported and predicted perceptual quality

$$E = |Q_p - \hat{Q}_p|$$

Since the network is estimating $d$ patchwise, but $Q_p$ is estimated imagewise, patches for one image are in the same mini-batch during training. For training, each mini-batch contains 1 image, represented by 32 randomly sampled image patches. Optimization of the weights is controlled using the ADAM method [25]. In order to prevent overfitting, the final model used for evaluation is chosen as the one with the best validation loss during training [26]. For evaluation, patches are densely sampled from the test images.

### 3. EXPERIMENTS AND RESULTS

The proposed approach is evaluated on the TID2013 [21] and LIVE [20] image quality databases. TID2013 and LIVE differ in the range and quality of rating scores. In order to make errors and gradients comparable across databases, scores have been linearly mapped to the same range. For cross-validation, databases have been randomly split by reference image into training, evaluation and test set (17/6/6 for LIVE, 13/6/6 for TID2013). Results are reported based on 100 random splits. All models are trained for 150 epochs.

Fig. 2 shows the optimization loss during training, validation and testing over the number of epochs of training for one randomly chosen split from training over TID2013. The loss shows the typical behavior for iterative gradient descent minimization and does not indicate overfitting.

Table 1 summarizes the performance of the proposed approach applied per distortion in terms of Spearman rank order correlation coefficient (SROCC) for the full LIVE database and the actual subset of TID2013. The proposed approach consistently outperforms PSNR and shows comparable or superior performance to SSIM, MS-SSIM, FSIM.

![Fig. 2: Course of loss over epochs for test, validation and training.](image)

| PSNR | SSIM | MS-SSIM | FSIM | paPSNR 

| LIVE | jpeg | 0.90 | 0.96 | 0.96 | 0.97 | 0.95 
| TID2013 | gwn | 0.93 | 0.87 | 0.86 | 0.91 | 0.95 
| gwn | 0.95 | 0.97 | 0.97 | 0.96 | 0.96 | 0.96 
| jpeg | 0.90 | 0.96 | 0.95 | 0.95 | 0.94 | 0.96 | 0.96 
| jpeg2k | 0.88 | 0.95 | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 
| mgn | 0.89 | 0.78 | 0.78 | 0.86 | 0.86 | 0.86 | 0.86 
| lcmi | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 

Table 2: Average SROCC over 100 runs of the proposed method for the distortion types of LIVE database and the actual subset of TID2013 in comparison to PSNR, SSIM, MS-SSIM and FSIM [9].

| PSNR | SSIM | MS-SSIM | FSIM | paPSNR 

| LIVE | jpeg | 0.90 | 0.96 | 0.96 | 0.97 | 0.95 
| jpeg | 0.88 | 0.95 | 0.95 | 0.95 | 0.94 | 0.95 | 0.95 
| jpeg2k | 0.88 | 0.95 | 0.95 | 0.96 | 0.96 | 0.95 | 0.95 | 0.95 
| mgn | 0.89 | 0.78 | 0.78 | 0.86 | 0.86 | 0.86 | 0.86 | 0.86 
| lcmi | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 | 0.91 

Table 1: Average SROCC over 100 runs for the full LIVE database, the actual subset of TID2013 and the full TID2013 database in comparison to PSNR, SSIM, MS-SSIM and FSIM without ($\beta = 1$) and with ($\beta = \beta_{opt}$) distortion type specific linear scaling of $d$.

Results obtained for models trained on the full databases and the actual-subset from TID2013 are shown in Table 2 in the column ‘$\beta = 1$’. The quantification of distortion sensitivity as a property of the reference image is dependent on the distortion type and this dependency can be effectively approximated by a distortion-specific linear scaling factor [19]. The column titled ‘$\beta = \beta_{opt}$’ lists the SROCC obtained when such a scaling factor is applied to the distortion type-agnostic estimate of $d$. This simple adaptation significantly increases the prediction monotonicity of the proposed method and renders it comparable (LIVE) or superior (TID2013) to SSIM,
Fig. 3: Examples of resulting sensitivity maps $d(p)$ for different distortions resulting from additive white Gaussian noise (AWGN), JPEG2000 and JPEG compression.

Table 3: Average SROCC over 100 runs of paPSNR trained on full LIVE database or the actual subset of TID2013 and tested for selected distortions types on the other database. Performance for the subset of common distortion types are show in common subset.

<table>
<thead>
<tr>
<th>Trained on</th>
<th>LIVE(full)</th>
<th>TID2013 (actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>jpeg2k</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>jpeg</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>gwn</td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td>gblur</td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>common subset</td>
<td>0.92</td>
<td>0.89</td>
</tr>
</tbody>
</table>

4. CONCLUSION

The functional parameters of the sigmoidal mapping from the computational domain into the perceptual domain are typically estimated over a full database. Two of the four parameters ($\beta_0, \beta_1$) are approximately predefined by the setup of the psychophysical quality assessment experiment and the other two can be estimated jointly as a global ($\beta_2$) and reference-specific ($\beta_3$) in an end-to-end framework using a CNN for improving the PSNR. Although other IQMs could be used as a basis, the PSNR approach allows to conveniently distribute the computational effort, as complex computations are only performed on the reference signal, e.g. for perceptually relevant mode decision in video coding [1]. The network architecture used is rather deep; for real-time applications it would be beneficial to reduce network depth. We evaluated our method on $32 \times 32$ pixel-sized patches, however performance might increase with other patch sizes. Training on more patches might also influence the performance, but would probably demand larger databases. In the proposed approach distortion sensitivity was estimated from the reference image only. While this is argued as well in [16], [10] interprets sensitivity as a feature of the distorted signal. For better understanding of the underlying psychovisual processes this should be studied comparatively. A very interesting property of our approach is that no explicit domain knowledge is used. Therefore it can be directly applied to related domains, such as audio or video quality assessment.
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