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Abstract. Unsupervised learning is a subfield of machine learning that
focuses on learning the structure of data without making use of labels.
This implies a different set of learning algorithms than those used for
supervised learning, and consequently, also prevents a direct transposi-
tion of Explainable AI (XAI) methods from the supervised to the less
studied unsupervised setting. In this chapter, we review our recently pro-
posed ‘neuralization-propagation’ (NEON) approach for bringing XAI
to workhorses of unsupervised learning such as kernel density estima-
tion and k-means clustering. NEON first converts (without retraining)
the unsupervised model into a functionally equivalent neural network so
that, in a second step, supervised XAI techniques such as layer-wise rel-
evance propagation (LRP) can be used. The approach is showcased on
two application examples: (1) analysis of spending behavior in wholesale
customer data and (2) analysis of visual features in industrial and scene
images.
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1 Introduction

Supervised learning has been in the spotlight of machine learning research and
applications for the last decade, with deep neural networks achieving record-
breaking classification accuracy and enabling new machine learning applications
[23, 5, 15]. The success of deep neural networks can be attributed to their ability
to implement with their multiple layers, complex nonlinear functions in a com-
pact manner [32]. Recently, a significant amount of work has been dedicated to
make deep neural network models more transparent [24, 40, 13, 41], for example,
by proposing algorithms that identify which input features are responsible for a
given classification outcome. Methods such as layer-wise relevance propagation
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(LRP) [3], guided backprop [47], and Grad-CAM [42], have been shown capable
of quickly and robustly computing these explanations.

Unsupervised learning is substantially different from supervised learning in
that there is no ground-truth supervised signal to match. Consequently, non-
neural network models such as kernel density estimation or k-means clustering,
where the user controls the scale and the level of abstraction through a par-
ticular choice of kernel or feature representation, have remained highly popular.
Despite the predominance of unsupervised machine learning in a variety of appli-
cations (e.g. [22, 9]), research on explaining unsupervised models has remained
relatively sparse [25, 30, 28, 19, 18] compared to their supervised counterparts.
Paradoxically, it might in fact be unsupervised models that most strongly re-
quire interpretability. Unsupervised models are indeed notoriously hard to quan-
titatively validate [51], and the main purpose of applying these models is often
to better understand the data in the first place [17, 9].

In this chapter, we review the ‘neuralization-propagation’ (NEON) approach
we have developed in the papers [19, 18, 20] to make the predictions of unsu-
pervised models, e.g. cluster membership or anomaly score, explainable. NEON
proceeds in two steps: (1) the decision function of the unsupervised model is re-
formulated (without retraining) as a functionally equivalent neural network (i.e.
it is ‘neuralized’); (2) the extracted neural network structure is then leveraged
by the LRP method to produce an explanation of the model prediction. We re-
view the application of NEON to kernel density estimation for outlier detection
and k-means clustering, as presented originally in [19, 18, 20]. We also extend the
reviewed work with a new contribution: explanation of inlier detection, and we
use the framework of random features [36] for that purpose.

The NEON approach is showcased on several practical examples, in particu-
lar, the analysis of wholesale customer data, image-based industrial inspection,
and analysis of scene images. The first scenario covers the application of the
method directly to the raw input features, whereas the second scenario illus-
trates how the framework can be applied to unsupervised models built on some
intermediate layer of representation of a neural network.

2 A Brief Review of Explainable AI

The field of Explainable AI (XAI) has produced a wealth of explanation tech-
niques and types of explanation. They address the heterogeneity of ML models
found in applications and the heterogeneity of questions the user may formulate
about the model and its predictions. An explanation may take the form of a sim-
ple decision tree (or other intrinsically interpretable model) that approximates
the model’s input-output relation [10, 29]. Alternatively, an explanation may be
a prototype for the concept represented at the output of the model, specifically,
an input example to which the model reacts most strongly [45, 34]. Lastly, an
explanation may highlight what input features are the most important for the
model’s predictions [7, 4, 3].
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In the following, we focus on a well-studied problem of XAI, which is how to
attribute the prediction of an individual data point, to the input features [4, 48,
45, 3, 37, 29, 50]. Let us denote by X = I1×· · ·×Id the input space formed by the
concatenation of d input features (e.g. words, pixels, or sensor measurements).
We assume a learned model f : X → R (supervised or unsupervised), mapping
each data point in X to a real-valued score measuring the evidence for a class
or some other predicted quantity. The problem of attribution can be abstracted
as producing for the given function f a mapping Ef : X → Rd that associates
to each input example a vector of scores representing the (positive or negative)
contribution of each feature. Often, one requires attribution techniques to im-
plement a conservation (or completeness) property, where for all x ∈ X we have
1>Ef (x) = f(x) i.e. for every data point the sum of explanation scores over the
input features should match the function value.

2.1 Approaches to Attribution

A first approach, occlusion-based, consists of testing the function to explain
against various occlusions of the input features [53, 54]. An important method of
this family (and which was originally developed in the context of game theory)
is the Shapley value [43, 48, 29]. The Shapley value identifies a unique attribu-
tion that satisfies some predefined set of axioms of an explanation, including
the conservation property stated above. While the approach has strong theoret-
ical underpinnings, computing the explanation however requires an exponential
number of function evaluations (an evaluation for every subset of input features).
This makes the Shapley value in its basic form intractable for any problem with
more than a few input dimensions.

Another approach, gradient-based, leverages the gradient of the function, so
that a mapping of the function value onto the multiple input dimensions is
readily obtained [45, 50]. The method of integrated gradients [50], in particular,
attributes the prediction to input features by integrating the gradient along a
path connecting some reference point (e.g. the origin) to the data point. The
method requires somewhere between ten and a hundred function evaluations,
and satisfies the aforementioned conservation property. The main advantage of
gradient-based methods is that, by leveraging the gradient information in ad-
dition to the function value, one no longer has to perturb each input feature
individually to produce an explanation.

A further approach, surrogate-based, consists of learning a simple local surro-
gate model of the function which is as accurate as possible, and whose structure
makes explanation fast and unambiguous [37, 29]. For example, when approx-

imating the function locally with a linear model, e.g. g(x) =
∑d
i=1 xiwi, the

output of that linear model can be easily decomposed to the input features by
taking the individual summands. While explanation itself is fast to compute,
training the surrogate model incurs a significant additional cost, and further
care must be taken to ensure that the surrogate model implements the same
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decision strategy as the original model, in particular, that it uses the same input
features.

A last approach, propagation-based, assumes that the prediction has been
produced by a neural network, and leverages the neural network structure by
casting the problem of explanation as performing a backward pass in the network
[47, 3, 42]. The propagation approach is embodied by the Layer-wise Relevance
Propagation (LRP) method [3, 31]. The backward pass implemented by LRP
consists of a sequence of conservative propagation steps where each step is im-
plemented by a propagation rule. Let j and k be indices for neurons at layer
l and l + 1 respectively, and assume that the function output f(x) has been
propagated from the top-layer to layer l+1. We denote the resulting attribution
onto these neurons as the vector of ‘relevance scores’ (Rk)k. LRP then defines
‘messages’ Rj←k that redistribute the relevance Rk to neurons in the layer be-
low. These messages typically have the structure Rj←k = [zjk/

∑
j zjk] · Rk,

where zjk models the contribution of neuron j to activating neuron k. The over-
all relevance of neuron j is then obtained by computing Rj =

∑
k Rj←k. It

is easy to show that application of LRP from one layer to the layer below is
conservative. Consequently, the explanation formed by iterating the LRP prop-
agation from the top layer to the input layer is therefore also conservative, i.e.∑
iRi = · · · = ∑

j Rj =
∑
k Rk = · · · = f(x). As a result, explanations satisfy-

ing the conservation property can be obtained within a single forward/backward
pass, instead of multiple function evaluations, as it was the case for the ap-
proaches described above. The runtime advantage of LRP facilitates explanation
of large models and datasets (e.g. GPU implementations of LRP can achieve
hundreds of image classification explanations per second [1, 40]).

2.2 Neuralization-Propagation

Propagation-based explanation techniques such as LRP have a computational
advantage over approaches based on multiple function evaluations. However,
they assume a preexisting neural network structure associated to the prediction
function. Unsupervised learning models such as kernel density estimation or k-
means, are a priori not neural networks. However, the fact that these models are
not given as neural networks does not preclude the existence of a neural network
that implements the same function. If such a network exists (neural network
equivalents of some unsupervised models will be presented in Sections 3 and 4),
we can quickly and robustly compute explanations by applying the following two
steps:

Step 1: The unsupervised model is ‘neuralized ’, that is, rewritten (without re-
training) as a functionally equivalent neural network.

Step 2: The LRP method is applied to the resulting neural network, in order
to produce an explanation of the prediction of the original model.

These two steps are illustrated in Fig. 1. In practice, for the second step
to work well, some restrictions must be imposed on the type of neurons com-
posing the network. In particular neurons should have a clear directionality in
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Fig. 1. Overview of the neuralization-propagation (NEON) approach to explain the
predictions of an unsupervised model. As a first step, the unsupervised model is trans-
formed without retraining into a functionally equivalent neural network. As a second
step, the LRP procedure is applied to identify, with help of the neural network struc-
ture, by what amount each input feature has contributed to a given prediction.

their input space to ensure that meaningful propagation to the lower layer can
be achieved. (We will see in Sections 3 and 4, that this requirement does not
always hold.) Hence, the ‘neuralized model’ must be designed under the double
constraint of (1) replicating the decision function of the unsupervised model ex-
actly, and (2) being composed of neurons that enable a meaningful redistribution
from the output to the input features.

3 Kernel Density Estimation

Kernel density estimation (KDE) [35] is one of the most common methods for
unsupervised learning. The KDE model (or variations of it) has been used, in
particular, for anomaly detection [26, 21, 38]. It assumes an unlabeled dataset
D = (u1, . . . ,uN ), and a kernel, typically the Gaussian kernel K(x,x′) =
exp(−γ ‖x−x′‖2). The KDE model predicts a new data point x by computing:

p̃(x) =
1

N

N∑
k=1

exp(−γ ‖x− uk‖2). (1)

The function p̃(x) can be interpreted as an (unnormalized) probability density
function. From this score, one can predict inlierness or outlierness of a data point.
For example, one can say that x is more anomalous than x′ if the inequality
p̃(x) < p̃(x′) holds. In the following, we consider the task of neuralizing the KDE
model so that its inlier/outlier predictions can be explained.

3.1 Explaining Outlierness

A first question to ask is why a particular example x is predicted by KDE to be an
outlier, more specifically, what features of this example contribute to outlierness.
As a first step, we consider what is a suitable measure of outlierness. The function
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p̃(x) produced by KDE decreases with outlierness, and also saturates to zero even
though outlierness continues to grow. A better measure of outlierness is given
by [19]:

o(x) , − 1

γ
log p̃(x),

Unlike the function p̃(x), the function o(x) increases as the probability decreases.
It also does not saturate as x becomes more distant from the dataset. We now
focus on neuralizing the outlier score o(x). We find that o(x) can be expressed
as the two-layer neural network:

hk = ‖x− uk‖2 (layer 1)

o(x) = LME−γk {hk} (layer 2)

where LMEαk{hk} = 1
α log

(
1
N

∑N
k=1 exp(αhk)

)
is a generalized log-mean-exp

pooling. The first layer computes the square distance of the new example from
each point in the dataset. The second layer can be interpreted as a soft min-
pooling. The structure of the outlier computation is shown for a one-dimensional
toy example in Fig. 2.
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Fig. 2. Neuralized view of kernel density estimation for outlier prediction. The outlier
function can be represented as a soft min-pooling over square distances. These distances
also provide directionality in input space.

This structure is particularly amenable to explanation. In particular, redis-
tribution of o(x) in the intermediate layer can be achieved by a soft argmin
operation, e.g.

Rk =
exp(−βhk)∑
k exp(−βhk)

· o(x),

where β is a hyperparameter to be selected. Then, propagation on the input
features can leverage the geometry of the distance function, by computing

Ri =
∑
k

[x− uk]2i
ε+ ‖x− uk‖2

Rk.
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The hyperparameter ε in the denominator is a stabilization term that ‘dissipates’
some of the relevance when x and uk coincide.

Referring back to Section 2.1 we want to stress that computing the relevance
of input features with LRP has the same computational complexity as a single
forward pass, and does not require to train an explainable surrogate model.

3.2 Explaining Inlierness: Direct Approach

In Section 3.1, we have focused on explaining what makes a given example an
outlier. An equally important question to ask is why a given example x is pre-
dicted by the KDE model to be an inlier. Inlierness is naturally modeled by the
KDE output p̃(x). Hence we can define the measure of inlierness as i(x) , p̃(x).
An inspection of Eq. (1) suggests the following two-layer neural network:

hk = exp(−γ ‖x− uk‖2) (layer 1)

i(x) = 1
N

∑N
k=1 hk (layer 2)

The first layer performs a mapping on Gaussian functions at different locations,
and the second layer performs an average pooling. We now consider the task of
propagation. A natural way of redistributing in the top layer is in proportion to
the activations. This gives us the scores

Rk =
hk∑
k hk

i(x).

A decomposition of Rk on the input features is however difficult. Because the
relevance Rk can be rewritten as a product:

Rk =
1

N

d∏
i=1

exp(−γ (xi − uik)2)

and observing that the contribution Rk can be made nearly zero by perturbing
any of the input features significantly, we can conclude that every input feature
contributes equally to Rk and should therefore be attributed an equal share of
it. Application of this strategy for every neuron k would result in an uniform
redistribution of the score i(x) to the input features. The explanation would
therefore be qualitatively always the same, regardless of the data point x and
the overall shape of the inlier function i(x). While uniform attribution may be
a good baseline, we usually strive for a more informative explanation.

3.3 Explaining Inlierness: Random Features Approach

To overcome the limitations of the approach above, we explore a second approach
to explaining inlierness, where the neuralization is based on a feature map rep-
resentation of the KDE model. For this, we first recall that any kernel-based
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model also admits a formulation in terms of the feature map Φ(x) associated to
the kernel, i.e. K(x,x′) = 〈Φ(x), Φ(x′)〉. In particular Eq.(1) can be equivalently
rewritten as:

p̃(x) =
〈
Φ(x),

1

N

N∑
k=1

Φ(uk)
〉
, (2)

i.e. the product in feature space of the current example and the dataset mean.
Here, we first recall that there is no explicit finite-dimensional feature map asso-
ciated to the Gaussian kernel. However, such feature map can be approximated
using the framework of random features [36]. In particular, for a Gaussian kernel,
features can be sampled as

Φ̂(x) =

√
2

H

(
cos(ω>j x+ bj)

)H
j=1

, (3)

with ωj ∼ N (µ, σ2I) and bj ∼ U(0, 2π), and where the mean and scale param-

eters of the Gaussian are µ = 0 and σ =
√

2γ. The dot product 〈Φ̂(x), Φ̂(x′)〉
converges to the Gaussian kernel as more and more features are being drawn.
In practice, we settle for a fixed number H of features. Injecting the random
features in Eq. (2) yields the two-layer architecture:

hj =
√

2 cos
(
ω>j x+ bj

)
· µj (layer 1)

î(x) = 1
H

∑H
j=1 hj (layer 2)

where µj = 1
N

∑N
k=1

√
2 cos(ω>j uk+bj) and with (ωj , bj)j drawn from the distri-

bution given above. This architecture produces at its output an approximation of
the true inlierness score i(x) which becomes increasingly accurate as H becomes
large. Here, the first layer is a detection layer with a cosine nonlinearity, and
the second layer performs average pooling. The structure of the neural network
computation is illustrated on our one-dimensional example in Fig. 3.
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Fig. 3. Kernel density estimation approximated with random features (four of them
are depicted in the figure). Unlike the Gaussian kernel, random features have a clear
directionality in input space, thereby enabling a feature-wise explanation.



Explaining Unsupervised Learning Models 9

This structure of the inlierness computation is more amenable to explanation.
In the top layer, the pooling operation can be attributed based on the summands.
In order words, we can apply

Rj =
hj∑
j hj

î(x)

for the first step of redistribution of î(x). More importantly, in the first layer,
the random features have now a clear directionality (given by the vectors (ωj)j),
which we can use for attribution on the input features. In particular, we can apply
the propagation rule:

Ri =
∑
j

[ωj ]
2
i

‖ωj‖2
·Rj .

Compared to the direct approach of Section 3.2, the explanation produced here
assigns different scores for each input feature. Moreover, while the estimate of
inlierness î(x) converges to the true KDE inlierness score i(x) as more random
features are being drawn, we observe similar convergence for the explanation
associated to the inlier prediction.

4 K-Means Clustering

Another important class of unsupervised models is clustering. K-means is a pop-
ular algorithm for identifying clusters in the data. The k-means model represents
each cluster c with a centroid µc ∈ Rd corresponding to the mean of the cluster
members. It assigns data onto clusters by first computing the distance between
the data point and each cluster, e.g.

dc(x) = ‖x− µc‖ (4)

and chooses the cluster with the lowest distance dc(x). Once the data has been
clustered, it is often the case that we would like to gain understanding of why a
given data point has been assigned to a particular cluster, either for validating
a given clustering model or for getting novel insights on the cluster structure of
the data.

4.1 Explaining Cluster Assignments

As a starting point for applying our explanation framework, we need to identify
a function fc(x) that represents well the assignment onto a particular cluster c,
e.g. a function that is larger than zero when the data point is assigned to a given
cluster, and less than zero otherwise.

The distance function dc(x) on which the clustering algorithm is based is how-
ever not directly suitable for the purpose of explanation. Indeed, dc(x) tends to
be inversely related to cluster membership, and it also does not take into account
how far the data point is from other clusters. In [18], it is proposed to contrast
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the assigned cluster with the competing clusters. In particular, k-means cluster
membership can be modeled as the difference of (squared) distances between the
nearest competing cluster and the assigned cluster c:

fc(x) = min
k 6=c

{
d2k(x)

}
− d2c(x) (5)

The paper [18] shows that this contrastive strategy results in a two-layer neural
network. In particular, Eq. (5) can be rewritten as the two-layer neural network:

hk = w>k x+ bk (layer 1)

fc(x) = min
k 6=c

{
hk
}

(layer 2)

where wk = 2(µc−µk) and bk = ‖µk‖2−‖µc‖2. The first layer is a linear layer
that depends on the centroid locations and provides a clear directionality in input
space. The second layer is a hard min-pooling. Once the neural network structure
of cluster membership has been extracted, we can proceed with explanation
techniques such as LRP by first reverse-propagating cluster evidence in the top
layer (contrasting the given cluster with all cluster competitors) and then further
propagating in the layer below. In particular, we first apply the soft argmin
redistribution

Rk =
exp(−βhk)∑
k 6=c exp(−βhk)

· fc(x)

where β is a hyperparameter to be selected. An advantage of the soft argmin
over its hard counterpart is that this does not create an abrupt transition be-
tween nearest competing clusters, which would in turn cause nearly identical
data points with the same cluster decision to result in a substantially different
explanation. Finally, the last step of redistribution on the input features can be
achieved by leveraging the orientation of linear functions in the first layer, and
applying the redistribution rule:

Ri =
∑
k 6=c

[wk]2i
‖wk‖2

Rk.

Overall, these two redistribution steps provide us with a way of meaningfully
attributing the cluster evidence onto the input features.

5 Experiments

We showcase the neuralization approaches presented above on two examples
with two types of data: standard vector data representing wholesale customer
spending behavior, and image data, more specifically, industrial inspection and
scene images.
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5.1 Wholesale Customer Analysis

Our first use case is the analysis of a wholesale customer dataset [11]. The
dataset consists of 440 instances representing different customers, and for each
instance, the annual consumption of the customer in monetary units (m.u.) for
the categories ‘fresh’, ‘milk’, ‘grocery’, ‘frozen’, ‘detergents/paper’, ‘delicatessen’
is given. Two additional geographic features are also part of this dataset, however
we do not include them in our experiment. We will place our focus on two
particular data points with feature values shown in the table below:

Table 1. Excerpt of the Wholesale Customer Dataset [11] where we show feature
values, expressed in monetary units (m.u.), for two instances as well as the average
values over the whole dataset.

index fresh milk grocery frozen
detergents /

paper delicatessen

338 9351m.u. 1347m.u. 2611m.u. 8170m.u. 442m.u. 868m.u.
339 3m.u. 333m.u. 7201m.u. 15601m.u. 15m.u. 550m.u.

AVG 12000m.u. 5796m.u. 7951m.u. 3072m.u. 2881m.u. 1525m.u.

Instance 338 has rather typical levels of spending across categories, in general
slightly lower than average, but with high spending on frozen products. Instance
339 has more extreme spending with almost no spending on fresh products and
detergents and very high spending on frozen products.

To get further insights into the data, we construct a KDE model on the
whole data and apply our analysis to the selected instances. Each input feature
is first mapped to the logarithm and standardized (mean 0 and variance 1). We
choose the kernel parameter γ = 1. We use a leave-one-out approach where the
data used to build the KDE model is the whole data except the instance to be
predicted and analyzed. The number of random features is set to H = 2500 such
that the computational complexity of the inlier model stays within one order of
magnitude to the original kernel model. Predictions on the whole dataset and
analysis for the selected instances is shown in Fig. 4.

Instance 338 is predicted to be an inlier, which is consistent with our initial
observation that the levels of spending across categories are on the lower end but
remain usual. We can characterize this instance as a typical small customer. We
also note that the feature ‘frozen’ contributes less to inlierness according to our
analysis, probably due to the spending on that category being unusually high
for a typical small customer.

Instance 339 has an inlierness score almost zero, which is consistent with the
observation in Table 1 that spending behavior is extremal for multiple product
categories. The decomposition of an inlierness score of almost zero on the dif-
ferent categories is rather uninformative, hence, for this customer, we look at
what explains outlierness (bottom of Fig. 4). We observe as expected that cat-
egories where spending behavior diverges for this instance are indeed strongly
represented in the explanation of outlierness, with ‘fresh’, ‘milk’, ‘frozen’ and
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Fig. 4. Explanation of different predictions on the Wholesale Customers Dataset. The
dataset is represented on the left as a t-SNE plot (perplexity 100) and each data point
is color-coded according to its predicted inlierness and outlierness. On the right, expla-
nation of inlierness and outlierness in terms of input features for two selected instances.
Large bars in the plot correspond to strongly contributing features. For explanation of
inlierness, error bars are computed over 100 trials of newly drawn random features.

‘detergents/paper’ contributing almost all evidence for outlierness. Surprisingly,
we observe that extremely low spending on ‘fresh’ is underrepresented in the
outlierness score, compared to other categories such as ‘milk’ or ‘frozen’ where
spending is less extreme. This apparent contradiction will be resolved by a cluster
analysis.

Using the same logarithmic mapping and standardization step as for the KDE
model, we now train a k-means model on the data and set the number of clusters
to 6. Training is repeated 10 times with different centroid initializations, and we
retain the model that has reached the lowest k-means objective. The outcome
of the clustering is shown in Fig. 5 (left).

We observe that Instance 338 falls somewhere at the border between the
green and red clusters, whereas Instance 339 is well into the yellow cluster at the
bottom. The decomposition of cluster evidence for these two instances is shown
on the right. Because Instance 338 is at the border between two clusters, there
is no evidence of membership to one or another cluster, and the decomposition
of such (lack of) evidence results in an explanation that is zero for all categories.
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Fig. 5. On the left, a t-SNE representation of the Wholesale Customers Dataset, color-
coded by cluster membership according to our k-means model, and where opacity
represents evidence for the assigned cluster, i.e. how deep into its cluster the data
point is. On the right, explanation of cluster assignments for two selected instances.

The decomposition of the cluster evidence for Instance 339, however, reveals
that its cluster membership is mainly due to a singular spending pattern on the
category ‘fresh’. To shed further light into this decision, we look at the cluster
to which this instance has been assigned, in particular, the average spending of
cluster members on each category. This information is shown in Table 2.

Table 2. Average spending per category in the cluster to which Instance 339 has been
assigned.

cluster fresh milk grocery frozen
detergents /

paper delicatessen

Yellow 616m.u. 3176m.u. 6965m.u. 1523m.u. 1414m.u. 135m.u.

We observe that this cluster is characterized by low spending on fresh prod-
ucts and delicatessen. It may be a cluster of small retailers that, unlike super-
markets, do not have substantial refrigeration capacity. Hence, the very low level
of spending of Instance 339 on ‘fresh’ products puts it well into that cluster, and
it also explains why the outlierness of Instance 339 is not attributed to ‘fresh’ but
to other features (cf. Fig. 4). In particular, what distinguishes Instance 339 from
its cluster is a very high level of spending on frozen products, and this is also
the category that contributes the most to outlierness of this instance according
to our analysis of the KDE model.

Traditionally, cluster membership has been characterized by more basic ap-
proaches such as population statistics of individual features (e.g. [8]). Fig. 6
shows such analysis for Instances 338 and 339 of the Wholesale Customer Dataset.
Although similar observations to the ones above can be made from this simple
statistical analysis, e.g. the feature ‘frozen’ appears to contradict the member-
ship of Instance 339 to Cluster 4, it is not clear from this simple analysis what
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Fig. 6. Population statistics of individual features for the 6 clusters. The black cross
in Cluster 2 is Instance 338, the black cross in Cluster 4 is Instance 339. Features are
mapped to the logarithm and standardized.

makes Instance 339 a member of Cluster 4 in the first place. For example, while
the feature ‘grocery’ of Instance 339 is within the inter quartile range (IQR) of
Cluster 4 and can therefore be considered typical of that cluster, other clusters
have similar IQRs for that feature. Moreover, Instance 339 falls significantly out-
side Cluster 4’s IQR for other features. In comparison, our LRP approach more
directly and reliably explains the cluster membership and outlierness of the con-
sidered instances. Furthermore, population statistics of individual features may
be misleading on non-linear models (such as kernel clustering) and does not scale
to high-dimensional data, such as image data.

Overall, our analysis allows to identify on a single-instance basis features that
contribute to various properties relating this instance to the rest of the data, such
as inlierness/outlierness and cluster membership. As our analysis has revealed,
the insights that are obtained go well beyond a traditional data analysis based
on looking at population statistics for individual features, or a simple inspection
of unsupervised learning outcomes.

5.2 Image Analysis

Our next experiment looks at explanation of inlierness, outlierness, and cluster
membership for image data. Unlike the example above, relevant image statistics
are better expressed at a more abstract level than directly on the pixels. A
popular approach consists of using a pretrained neural model (e.g. the VGG-16
network [46]), and use the activations produced at a certain layer as input.

We first consider the problem of anomaly detection for industrial inspection
and use for this an image of the MVTec AD dataset [6], specifically, an image
of wood where an anomalous horizontal scratch can be observed. The image is
shown in Fig. 7 (left). We feed that image to a pretrained VGG-16 network and
collect the activations at the output of Block 5 (i.e. at the output of the feature
extractor). We consider each spatial location at the output of that block as a
data point and build a KDE model (with γ = 0.05) on the resulting dataset.
We then apply our analysis to attribute the predicted inlierness/outlierness to
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the activations of Block 5. In practice, we need to consider the fact that any
attribution on a deactivated neuron cannot be redistributed further to input
pixels as there is no pattern in pixel space to attach to. Hence, the propagation
procedure must be carefully implemented to address this constraint, possibly by
only redistributing a limited share of the model output. The details are given in
Appendix A. As a last step, we take relevance scores computed at the output of
Block 5 and pursue the relevance propagation procedure in the VGG-16 network
using standard LRP rules until the pixels are reached. Explanations obtained for
inlierness and outlierness of the wood image of interest are shown in Fig. 7.

input image inlierness outlierness

Fig. 7. Exemplary image from the MVTec AD dataset along with the explanation
of an inlier/outlier prediction of a KDE model built at the output of the VGG-16
feature extractor. Red color indicates positively contributing pixels, blue color indicates
negatively contributing pixels, and gray indicates irrelevant pixels.

It can be observed that pixels associated to regular wood stripes are the main
contributors to inlierness. Instead, the horizontal scratch on the wood panel is
a contributing factor for outlierness. Hence, with our explanation method, we
can precisely identify, on a pixel-wise basis what are the factors that contribute
for/against predicted inlierness and outlierness.

We now consider some image of the SUN 2010 database [52], an indoor scene
containing different pieces of furniture and home appliances. We consider the
same VGG-16 network as in the experiment above and build a dataset by col-
lecting activations at each spatial location of the output of Block 5. We then
apply the k-means algorithm on this dataset with the number of clusters hard-
coded to 5. Once the clustering model has been built, we rescale each cluster
centroid to fixed norm. We then apply our analysis attribute the cluster mem-
bership scores to the activations at the output of Block 5. As for the industrial
inspection example above, we must adjust the LRP rules so that deactivated neu-
rons are not attributed relevance. The details of the LRP procedure are given in
Appendix A. Obtained relevance scores are then propagated further to the input
pixels using standard LRP rules. Resulting explanations are shown in Fig. 8.
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input image cluster 1 cluster 2

cluster 3 cluster 4 cluster 5

Fig. 8. Exemplary image and explanation of cluster assignments of a k-means model
built at the output of the VGG-16 feature extractor. Red, blue and gray indicate
positively contributing, negatively contributing, and irrelevant pixels respectively.

We observe that different clusters identify distinct concepts. For example, one
cluster focuses on the microwave oven and the surrounding cupboards, a second
cluster represents the bottom part of the bar chairs, a third cluster captures the
kitchen’s background with a particular focus on a painting on the wall, the fourth
cluster captures various objects on the table and in the background, and a last
cluster focuses on the top-part of the chairs. While the clustering representation
extracts distinct human-recognizable image features, it also shows some limits
of the given representation, for example, the concept ‘bar chair’ is split in two
distinct concepts (the bottom and top part of the chair respectively), whereas
the clutter attached to Cluster 4 is not fully disentangled from the surrounding
chairs and cupboards.

Overall, our experiments on image data demonstrate that neuralization of
unsupervised learning models can be naturally integrated with existing proce-
dures for explaining deep neural networks. This enables an application of our
method to a broad range of practical problems where unsupervised modeling is
better tackled at a certain level of abstraction and not directly in input space.
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6 Conclusion and Outlook

In this paper, we have considered the problem of explaining the predictions of
unsupervised models, in particular, we have reviewed and extended the neural-
ization / propagation approach of [19, 18] which consists of rewriting, without
retraining, the unsupervised model as a functionally equivalent neural network,
and applying LRP in a second step. On two models of interest, kernel density
estimation and k-means, we have highlighted a variety of techniques that can be
used for neuralization. This includes the identification of log-mean-exp pooling
structures, the use of random features, and the transformation of a difference of
(squared) distances into a linear layer. The capacity of our approach to deliver
meaningful explanations was highlighted on two examples covering simple tab-
ular data and images including their mapping on some layer of a convolutional
network.

While our approach delivers good quality explanations at low computational
cost, there are however still a number of open questions that remain to be ad-
dressed to further solidify the neuralization-propagation approach, and the ex-
planation of unsupervised models in general.

A first question concerns the applicability of our method to a broader range
of practical scenarios. We have highlighted how neuralized models can be built
not only in input space but also on some layer of a deep neural network, thereby
bringing explanations to much more complex unsupervised models. However,
there is a higher diversity of unsupervised learning algorithms that are encoun-
tered in practice, including energy-based models [16], spectral methods [44, 33],
linkage clustering [12], non-Euclidean methods [27], or prototype-based anomaly
detection [14]. An important future work will therefore be to extend the pro-
posed framework to handle this heterogeneity of unsupervised machine learning
approaches.

Another question is that of validation. There are many possible LRP prop-
agation rules that one can define in practice, as well as potentially multiple
neural network reformulations of the same unsupervised model. This creates a
need for reliable techniques to evaluate the quality of different explanation meth-
ods. While techniques to evaluate explanation quality have been proposed and
successfully applied in the context of supervised learning (e.g. based on feature
removal [39]), further care needs to be taken in the unsupervised scenario, in
particular, to avoid that the outcome of the evaluation is spuriously affected
by such feature removals. As an example, removing some feature responsible
for some predicted anomaly may unintentionally cause some new artefact to be
created in the data. That would in turn increase the anomaly score instead of
lowering it as it was originally intended [19].

In addition to further extending and validating the neuralization-propagation
approach, one needs to ask how to develop these explanation techniques beyond
their usage as a simple visualization or data exploration tool. For example, it
remains to demonstrate whether these explanation techniques, in combination
with user feedback, can be used to systematically verify and improve the un-
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supervised model at hand (e.g. as recently demonstrated for supervised models
[49, 2]). Some initial steps have already been taken in this direction [20, 38].
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A Attribution on CNN Activations

Propagation rules mentioned in Sections 3 and 4 are not suited for identifying
relevant neurons at some layer of a neural network when the goal is to propagate
the relevance further down the layers of the neural network, e.g. to obtain a pixel-
wise explanation. What we need to ensure in such scenario is that all relevant
information is expressed in terms of activated neurons as they are the only ones
for which the associated relevance can be grounded to a specific pattern in the
pixel space. One possible approach is to decompose the relevance propagation
into a propagating term and a non-propagating (or ‘dissipating’) one, which
leads to a partial (although still useful) explanation. In the following, we describe
the approaches we have taken to achieve our extension of explanations to deep
models.

A.1 Attributing Outlierness

The activations in the first layer of the neuralized outlier model is

hk = ‖a− uk‖2

and the relevance that arrives on the corresponding neuron is given by Rk =

pkLME−γk′ {hk′} with pk = exp(−βhk)∑
k′ exp(−βhk′ )

. Relevance associated to neuron k can

be expressed as:

Rk = pk · a>(a− uk)︸ ︷︷ ︸
Rdot

k

+ pk · (u>k (uk − a) + LME−γk′ {hk′ − hk})︸ ︷︷ ︸
Rres

k
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where we have used the commutativity of the LME function and the distribu-
tivity of the squared norm to decompose the relevance in two terms, one that
can be meaningfully redistributed on the activations, and one that cannot be
redistributed. Redistribution in the first layer can then proceed as:

Ri =
∑
k

ai · (ai − uik)∑
i ai · (ai − uik)

Rdot
k

It is easy to demonstrate from this equation that any neuron with ai = 0 (i.e.
deactivated) will not be attributed any relevance.

A.2 Attributing Inlierness

Neurons in the first layer of the inlierness model based on random features, have
activations given by:

hj =
√

2 cos(ω>j a+ bj) · µj
and relevance scores Rj = hj/H. Using a simple trigonometric identity, we can
rewrite the relevance scores in terms of unphased sine and cosine functions as:

Rj =
(
− sin(ω>j a) sin(bj) · cj

)
︸ ︷︷ ︸

Rsin
j

+ cos(ω>j a) cos(bj) · cj︸ ︷︷ ︸
Rcos

j

where cj = 1
H

√
2µj . We propose the redistribution rule:

Ri =
∑
j

aiωij∑
i aiωij

Rsin
j +

∑
j

aiωij
εj +

∑
i aiωij

Rcos
j

where εj is a term set to be of same sign as the denominator, and that ad-
dresses the case where a positive Rcos

j comes with a near-zero response ω>j a, by
‘dissipating’ some of the relevance Rcos

j .

A.3 Attributing Cluster Membership

The activation in the first layer of the neuralized cluster membership model is:

hk = w>k a+ bk

and the relevance score is given byRk = pk mink′ 6=c{hk′} with pk = exp(−βhk)∑
k′ exp(−βhk′ )

.

Similar to the outlier case, we decompose the relevance score as:

Rk = pk · a>wk︸ ︷︷ ︸
Rdot

k

+ pk · (bk + min
k′ 6=c
{hk′ − hk}︸ ︷︷ ︸

Rres
k

)

and only consider the first term for propagation. Specifically, we apply the prop-
agation rule:

Ri =
∑
k

aiwik∑
i aiwik

Rdot
k

where it can again be shown that only activated neurons are attributed relevance.
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