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Note: 

 The quiz contains 4 questions (each of which has 10 points) 

 Only the best 3 questions are counted (maximum grade is 30) 

 

 

 Question 1 Question 2 Question 3 Question 4 

possible points 10 10 10 10 

achieved point     

counted (best 3Q)     

   sum counted:  

   percentage:  

 

 

  



Question 1:  Mutual Information [10 points] 

Given is a stationary Markov process        with the binary symbol alphabet         .  

The conditional symbol probabilities  (  |    )   (     |         ) are given in the left 

table below.  Due to the symmetry of the transition probabilities, the marginal probability mass 

function is uniform; the corresponding marginal symbol probabilities  (  )   (     ) are 

given in the right table below. 

    (  |      )  (  |      )      (  ) 

  3/4 1/4    1/2 

  1/4 3/4    1/2 

Determine the mutual information  (       ) between two successive random variables    and 

     of the given stationary Markov source. 
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The mutual information  (       ) between two successive samples is given by 

The marginal entropy  (    ) is given by 

For the conditional entropies  (    |    ), with   being   or  , we obtain 

Then, the conditional entropy  (    |  ) is given by 

Using the derived expression for the marginal entropy  (  ) and the conditional entropy 

 (    |  ), we obtain for the mutual information 

The mutual information between two successive random variables is 0.1887 bit per sample. 



Question 2:  Properties of Rate-Distortion Functions [10 points] 

Given are 5 random processes with independent and identically distributed random variables: 

 The random process   is continuous and has a Laplace distribution. 

 The random process   is continuous and has a Gaussian distribution. 

 The random process   is discrete, has the alphabet       and the pmf  ( )   ( )     . 

 The random process   is discrete, has the 8-symbol alphabet                      

and a uniform pmf on that alphabet (i.e., all symbols have the same probability). 

 The random process   is discrete, has the infinite symbol alphabet                

and the geometric pmf  ( )  (   )   , with     . 

The following diagrams show sketches of the (information) distortion-rate function for four of 

the five given random processes.  As distortion measure the mean squared error (MSE) is used. 

In the diagrams, the distortion   is represented as signal-to-noise ratio (SNR), given by 

            

  

 
 

where    represents the variance of the random variables. 

Assign to each of the diagrams the correct random process ( ,  ,  ,  ,     ). 

             

            

Uniform    [3] 

Gaussian    [2] 

Laplace    [2] 

Geometric    [3] 

   ( )    

   ( )    



Question 3:  Usage of Rate-Distortion Functions [10 points] 

A student of the German University of Cairo developed a lossy coding algorithm for arbitrary 

sources.  His professor tested the algorithm for a long realization of a stationary Gauss-Markov 

process and measured a bit rate of     bit per sample and a signal-to-noise ratio of 20 dB. 

Given this result, determine the possible values (or intervals) for the correlation coefficient   of 

the tested Gauss-Markov process. 

Hints: For bit rates greater than 1 bit per sample, the information distortion-rate function for 

stationary Gauss-Markov processes and MSE distortion is given by 
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The signal-to-noise ratio (SNR) is defined by 
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The distortion-rate function  ( ) specifies the minimum distortion that can be achieved by cod-

ing a source at a rate  .  Hence, with     ( ) being the SNR associated with the distortion-rate 

function and      being the SNR of the actual coding result, we have 

By inserting the given values for   and     , we obtain 

This resulting quadratic inequality has the solutions | |  √    , which is equivalent to 

  √                  and          √             

Since a correlation coefficient is always inside the closed interval       , it follows that, based 

on the coding results, the correlation coefficient   lies inside one of the following intervals: 

     √          or      √            [3] 

Or in other words, the absolute value of   is bounded by √     | |   . 



Question 4:  Shannon Lower Bound [10 points] 

Given is a continuous-amplitude random process        with independent and identically 

distributed random variables   .  As illustrated in the figure below, the random variables    

have a uniform probability density function in an interval       . 

 

Determine the Shannon lower bound as function of the variance      The Shannon lower bound 

should be formulated as distortion-rate function   ( ) with the MSE as distortion measure. 

Hint: For MSE distortion, the Shannon lower bound as distortion-rate function is given by 
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Let   be the value of the pdf inside the interval       . Since the integral is equal to 1, we have 

Since we consider an iid process, the differential entropy rate is equal to the differential entropy: 

Hence, we obtain for the Shannon lower bound 

Since we want to formulate the Shannon lower bound as function of the variance   , we calcu-

late the variance      Note that the mean is    . 

Hence, we have       , which yields the Shannon lower bound 


