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Abstract

In this paper we describe a voxel-based 3-D reconstruc-
tion technique from multiple calibrated camera views that
makes explicit use of the finite size footprint of a voxel when
projected into the image plane. We derive a class of compu-
tationally efficient axis-aligned volume traversal orders that
ensure that a processed voxel cannot occlude previously
processed voxels. For each view, one out of 79 different
cases of volume traversal is identified depending on the rel-
ative position between camera and voxel volume. Views be-
longing to the same visibility class can be processed simul-
taneously. Our voxel coloring strategy is based on a color
hypothesis test that ensures the consistency of the projected
reconstruction with the original images. A surface voxel list
is constantly updated during reconstruction ensuring that
only a minimum number of voxels has to be processed. Ex-
perimental results that compare the reconstruction quality
for voxels with and without spatial extent underline that it
is worthwhile taking into account the exact footprint of the
projected voxels.

1. Introduction

The automatic acquisition of photorealistic 3-D com-
puter models from many camera views is a very active re-
search area with applications in virtual reality and multi-
media. The large body of work devoted to this problem
can basically be divided in two different classes of algo-
rithms. The first class of 3-D model acquisition techniques
computes depth maps from two or more views of the object
and then registers the depth maps into a single 3-D surface
model. The depth map recovery often relies on sparse or
dense matching of image points with subsequent 3-D struc-
ture estimation [1, 2, 3] or is supported by additional depth
information from range sensors [4, 5]. Other approaches
are based on volume intersection, and are often referred to
as shape-from-silhouettealgorithms [6, 7, 8]. The object
shape is typically computed as the intersection of the outline
cones which are back-projected from all available views of
the object. This requires the reliable extraction of the ob-

ject contour in all views which restricts the applicability to
scenes where the object can be easily segmented from the
background.

Recently, techniques for 3-D object reconstruction from
multiple calibrated views have been proposed that combine
the advantages of the two beforementioned classes. Us-
ing a volumetric representation of the objects, volume el-
ements (voxels) are colored by comparing the pixel color of
the projected voxel in all views where the voxel is visible
[10],[11],[12]. These techniques avoid image correspon-
dence problems by working in a discretized scene space
whose elements are traversed in a fixed order during recon-
struction for correct visibility handling. In [12] voxels are
assumed to be 3-D points without spatial extent leading to
low computational complexity at the expense of shining-
through artifacts in the 3-D computer models. In [10] and
[11] the footprint of the voxels is approximated by a square
mask. During volume traversal, voxels in the same voxel
layer are assumed not to occlude each other. The voxel
coloring stategy in [10],[11] assigns mean color values to
the non-transparent voxels while the voxel coloring in [12]
is based on a multi-hypothesis test of the projected voxel
model.

In this paper we combine the explicit consideration of
the finite extent of the volume elements with the multi-
hypothesis voxel coloring strategy in [12]. In comparison
to [10] and [11] it is not assumed that voxels in the same
voxel layer cannot occlude each other leading to exact visi-
bility handling during volume traversal.

2. Voxel Projection

The projection of voxels without spatial extent into the
image plane leads to a single point. In comparison, for ex-
tended voxels a small footprint in the image plane, poten-
tially covering more than one pixel, is obtained. The exact
footprint of a voxel has to consider its cubic shape. The pro-
jection leads to a convex 2-D polygon in the image plane,
either 4-sided or 6-sided. In order to obtain the exact out-
line of the projected voxel we first project the eight corner



points into the image plane and then compute their closed
convex hull. Once the voxel footprint has been computed,
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Figure 1. Voxel footprint and pixel contribution.

it can be determined which pixels fall inside the polygon.
Fig. 1 shows an example where the contribution of a pixel,
measured as the percentage of the area intersecting with the
polygon, is represented as gray values. The intersecting area
for the border pixels is determined usingpolygon clipping
of the voxel polygon with respect to the rectangular pixel
[9].

3. 3-D Object Reconstruction

The first step of the proposed reconstruction algorithm is
to define a volume in the reference coordinate system that
encloses the 3-D object to be reconstructed. The volume ex-
tensions are determined from the calibrated camera param-
eters and its surface represents a conservative bounding box
of the object. The volume is discretized in all three dimen-
sions leading to an array of voxels with associated color,
where the position of each voxel in the 3-D space is defined
by its indices(l;m; n). Initially, all voxels are transparent.

3.1. Hypothesis Generation

In the second step of the proposed reconstruction algo-
rithm, color hypotheses are assigned to each voxel of the
predefined volume. Thekth hypothesisHk

lmn for a voxel
Vlmn with voxel index(l;m; n) is

Hk
lmn = (R(Xi; Yi); G(Xi; Yi); B(Xi; Yi)); (1)

with (Xi; Yi) being the pixel position of the perspective pro-
jection of the voxel center(xl; ym; zn) into theith camera
view. R, G, andB are the three color components. The
projection of the voxel center for viewi is obtained as

Xi = �fx
xli

zni
; Yi = �fy

ymi

zni
; (2)

with

(xli; ymi; zni)
T = Ri(xl; ym; zn)

T +Ti: (3)

Ri andTi are the object rotation and translation in view
i with respect to the reference coordinate system. The pa-
rametersfx andfy describe the camera geometry and the
scaling that relates pixel coordinates to world coordinates.

HypothesisHk
lmn is associated to voxelVlmn if the pro-

jection ofVlmn into at least one other camera viewj 6= i
leads to an absolute difference of the color channels
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with

Ni(X;Y ) = Ri(X;Y ) +Gi(X;Y ) +Bi(X;Y ) : (5)

that is less than a predefined threshold�. The normaliza-
tion of the color components in (4) is used to increase the
robustness of the reconstruction algorithm with respect to
varying illumination conditions. For hypothesis generation,
the finite size of the voxel footprint is not exploited. Of
course it could be, but experiments show that it is suffi-
cient for this step to use the voxel center. This leads to a
smaller number of color hypotheses that have to be stored.
The voxel need not be visible in all views due to occlusions
and it might not be visible in any view at all if it is inside the
object. At this stage of the algorithm we do not know the
geometry of the object and cannot decide whether a voxel
is visible. We therefore have to remove those hypotheses of
the overcomplete set that do not correspond to the correct
color of the object’s surface.

3.2. Consistency Check and Hypothesis Rejection

The color hypotheses in Section 3.1 are extracted from 2
or more consistent views but might contradict other views
where the voxel is visible as well. We now start to refine our
volume by iterating over all views. We start from the outer-
most voxel layer of the volume and remove voxels until the
3-D shape of the object is recovered. The decision which
color hypotheses to eliminate for each voxel considers the
finite area of the projected voxel. LetFo be the area of the
projection of a voxel obtained without considering occlu-
sion andFn the area which is obtained when considering
occlusion by other voxels. The color test criterion in (4) is
modified as follows

� if the projected areaFn is small, the consistency test
is not performed since either the voxel is very far from
the camera or heavily occluded by other voxels.

� the threshold� in (4) is modified according to

�new = (
3

2
�

1

2

Fn

Fo
)� (6)

which leads to an increase of the threshold value for
heavily occluded voxels of about 50 %.



Color hypotheses have to be generated only for those voxels
that become visible during reconstruction. We keep track of
potentially visible voxels by storing and updating a surface
voxel list. Fig. 2 illustrates the update of the surface list
after removal of one surface voxel. Only those voxels that

surface remove voxel surface update

remove again surface updateselect inner voxel

surface voxel invisible voxel removed voxel

Figure 2. Surface list update after voxel removal.

are visible in a particular view have to be tested for color
hypothesis consistency. This requires the determination of
their visibility. Since the object model consists of a struc-
tured set of voxels, a traversal order similar to the one de-
scribed in [12] can be derived. Processing the surface vox-
els according to this volume traversal order ensures correct
occlusion handling for the particular view.

We now derive the different volume traversal order
classes that can be identified when considering all possible
mutual voxel occlusion. Enlarging the bounding planes of
the object volume in all coordinate directions divides the 3-
D space outside the volume into 26 regions. These different
regions are classified into three cases:

1. The closest element of the volume is a corner voxel.

2. The closest element of the volume is an edge voxel.

3. The closest element of the volume is a face voxel.

Fig. 3 illustrates these different cases. The simplest traver-

case 3

case 2

case 1

Figure 3. Partitioning of the 3-D space into three
different cases.

sal order is obtained for case 1 as can be seen from Fig. 4.
The camera is represented by a sphere and the arrow points
to the closest voxel. The voxel indicesl, m, andn run over
all defined values. The closest corner of the bounding box

Figure 4. Volume traversal order for case 1.
determines, whetherl, m or n have to be incremented or
decremented. In which order this has to be done depends
on the relative position of the camera with respect to the
corner. Fig. 5 illustrates the selection of a particular or-
der in 2-D. A total of3! = 6 different permutations of the

1.

2.

camera

2.

1.

camera

Figure 5. 2-D illustration of the index permutation
selection.

voxel indices can be identified. Since these permutations
apply for all 8 corners of the bounding volume we obtain
8� 6 = 48 different traversal orders. These 48 cases corre-
spond to the traversal orders in [12]. For case 2 in Fig. 3, the
closest voxel is found on an edge of the bounding volume.
Here,2! = 2 different index permutations exist. Since these
permutations apply for all 12 edges, we obtain2� 12 = 24
different traversal orders. The traversal order for this case
is illustrated in Fig. 6. Case 3 in Fig. 3 leads to the traversal

Figure 6. Volume traversal order for case 2.

order shown in Fig. 7. For a camera that lies in the interior
of the voxel volume (e.g., when reconstructing a room), a
different traversal order has to be used. This is illustrated
in Fig. 8 for one slice of the object volume. The total num-
ber of different traversal orders can now be summarized.
For the 8 corners we obtain 48 different cases. The twelve
edges of the volume add 24 cases and the 6 faces another
6 cases. Including the traversal order for the camera in the
interior of the volume we obtain48 + 12 � 2 + 6 + 1 = 79
different volume traversal order cases.



Figure 7. Volume traversal order for case 3.

Figure 8. Volume traversal order for a camera that
falls inside the voxel volume.

4. Experimental Results

The following experiment illustrates the reconstruction
quality that is obtained when considering extended voxels
and the exact occlusion handling presented in this paper. A
24 view sequence (352�288pixels) of a plant is used. Fig. 9
shows two different original views of the sequence. Fig. 10
compares the reconstruction result for new views of the ob-
ject for the case of point voxels (top) and extended voxels
(bottom). New viewing positions are selected that are not
part of the original set of views. It can be seen that the
reconstruction quality considerably improved for extended
voxels. The main reason for this is that for point voxels
shining-through artifacts in rendered views from new view-
ing positions occur.

Figure 9. Two original views of the plant sequence.
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